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Abstract—In order to analyze the descriptions of various active
start-ups, we have developed a web application to retrieve and
to analyze available textual data about them. The tool aims at
extracting the frequent topics and applying semantic similarity
analysis to the start-up descriptions.

I. INTRODUCTION

Nowadays, the creation of start-ups is a major political
objective in many countries, trying to generate technological
innovation and fast-growing businesses. This phenomenon is
widely studied in the literature from an economical perspec-
tive, looking e.g. at issues regarding intellectual property [1].

Given the importance of start-up companies, public and
private players are however interested in actual information
about individual companies and the overall market [2].

To this end, we propose to apply advanced text analytics
technologies on online available data by taking advantage of
the richness of the API ecosystem [3].

In this paper, we present a software to retrieve and analyze
start-up descriptions. We have selected and integrated various
components to apply state-of-the-art text mining techniques.

II. PROTOTYPE

We have realized a web application with the Grails frame-
work [4]: the business-logic layer is implemented in Java &
Groovy, and HTML5/Javascript is used for the user interface.

The prototype is based on micro-services architecture prin-
ciples [5]: this kind of approach allows to cleverly integrate
heterogeneous components by managing availability issues
and queries caching. Then, various third-parties components
were integrated into the prototype (Table I): a) Open source
libraries were directly integrated into the application. b) Re-
mote APIs are invoked during the prototype execution.

TABLE I
THIRD-PARTIES COMPONENTS.

Name Type Purpose
Y Combinator Remote API Data retrieval
Apache Tika JAVA library Language detection
Apache OpenNLP JAVA library Language processing
AlchemyAPI Remote API Concepts extraction
DISCO JAVA library Similarity analysis
MALLET JAVA library Topic modeling
Highchart Remote API Data visualization

Firstly, we have developed a data loader to retrieve the
descriptions of the start-ups by getting the publicly available

data of ’Y Combinator’, a well-known and successful start-up
fund started in 2005 [6]. For each listed start-up, we extract
the name, the short description and the URL.

Secondly, these textual data are analyzed as follows:
• The language of the description is detected with Apache

Tika, by using a classification algorithm [7].
• The stop words are then ignored by using the Snowball

tool’s word lists, and a stemming process is realized [8].
• For all the start-up descriptions, the main concepts are

extracted via AlchemyAPI [9], a remote service for text
mining that is mainly based on deep learning [10].

• Moreover, the main topics are extracted via MALLET, a
topic modeling library [11].

• A semantic similarity analysis is realized on descriptions
with DISCO, a multilingual corpus-based library [12].

Finally, the results are presented with the following
Javascript libraries: jQuery [13] and HighChart [14].

III. MAIN TOPICS DISCOVERY

The prototype provides a first module to extract and vi-
sualize the terms and topics that are present in the start-up
descriptions. This component aims at discovering the main
tendencies in start-up activities. As an example, we suppose
that the descriptions are widely filled by technical terms like
application or mobile. However, we think that data analysis
will help to discover the less obvious but important topics.

Therefore, our prototype provides a module to generate
tag clouds to simply show frequent terms [15]. Then, the
MALLET engine is applied to regroup the terms into clusters,
depending on their co-occurrence. Finally, the AlchemyAPI
service helps to extract the important concepts from the text
by applying deep learning [9], [10] (these concepts can be
composed of several words like social media). Mixing tag
clouds, clusters and main concepts helps to refine the results.

IV. SEMANTIC SIMILARITY ANALYSIS

The second feature of the prototype aims at applying
semantic analysis to allow the user to execute queries on a list
of start-up descriptions (this approach is known as ’Concept
based query expansion’ in the literature [16]). Instead of
searching the texts that exactly match, we propose to return the
descriptions that are semantically close to the searched terms.

Thus, we provide an interface where the user can enter
queries as word or a sentence. Based on this input, the



Fig. 1. Tag cloud showing the words that are frequently present in start-up
descriptions. The colored words are the main topics found with MALLET.

Fig. 2. Start-up descriptions retrieved for the query: ’socially and environ-
mentally responsible’: a semantic similarity score is given for each result
(between 0 and 1 – 0 for low similarity, 1 for high similarity).

prototype applies the semantic analysis engine to list the
companies for which the descriptions are semantically similar.

Additionally, the prototype generates a Multidimensional
scaling (MDS) projection to represent the similarity of the
textual data in a 2D plot (as suggested in [17]). In practice,
the distance between each text is obtained by adapting the
DISCO similarity function. As a result, the user can asses the
similarity of the projected texts with a user-defined term: it is
visually highlighted with the Colorbrewer palettes [18].

V. EXPERIMENTS

We have conducted data analysis on the descriptions of the
591 active start-ups currently listed by Y Combinator [6].

As a first illustrative example, we can see with tag clouds
that the most frequent terms are a mix of technical words
(platform, data, mobile), subjective adjectives (easy, best)
and verbs (help, provide, allow) (Fig. 1). Even if the results
seem obvious (listed companies are mainly related to IT), it
helps finding technologies that are currently considered as
innovative. This is confirmed by the AlchemyAPI analysis:
most important concepts are mobile apps or data science.

To find less obvious topics, we tried to find out the important
non-technical concepts. We used our search module, and we
found that various companies are targeting IT-specific markets

Fig. 3. MDS projection showing the semantic distance between the start-up
descriptions. The color represents the relatedness with the ’health’ term [18].

like social networks or classical business domains like finance
(Fig. 2). We built various MDS projections and we found that
a lot of start-ups are related to the ’health’ domain (Fig. 3).

VI. CONCLUSION

We have developed a prototype combining text analytics and
data visualization to build an overview of start-ups activities
based on online available textual data about them. The plat-
form aims at helping investors, entrepreneurs or jobs seekers to
understand the real activities of these companies. In future, we
plan to analyze projects presented on crowd-funding platforms.
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